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Abstract— Emotional Intelligence is the ability to analyze and react according to emotions of a person. The systems having emotional 

intelligence can have many potential applications including highly personalized devices and psychological support systems. The emotional 

quotient of a person is highly related to quality of life, productivity, social instincts etc. Thus, it is a highly relevant field and will be able to 

provide multitude of benefits to the user and the society in general. The objective of this system is to create a personal journal that 

analyzes and reacts according to the classified emotions of the user, while generating information from the emotional statistics. The system 

will provide an aesthetic UI for user interaction while running the emotion classification system and conversational intelligence system to 

react according to user’s emotions. The system will also save the diary entries of the user and provides psychological benefits to the user. 

Index Terms— Emotional Intelligence, Speech Emotion Recognition (SER), MFCC (Mel Frequency Cepstral Coefficient), Web Application, 

UI (User Interface), Diary Management, NLTK (Natural Language ToolKit), Django Framework, LSTM (Long Short-Term Memory), 

Accuracy   

——————————      —————————— 

1 INTRODUCTION                                                                     

he role of emotions in the life of a person is crucial. Emo-
tions are the driving factor behind the decisions a person 
take in their life. Thus, analyzing emotions could yield 

important information regarding a person’s mental health, 
interests, likes and dislikes. This information could be used to 
design user-centric products and services. Emotional well-
being is crucial to the quality of life of a person. Thus, a system 
sensitive to human emotions can prove to be highly contribu-
tive to the society.  The proposed system is a digital twin of a 
personal journal with emotional intelligence capabilities. A 
personal journal holds sensitive and crucial information about 
the person. Thus, it is the best source to generate the most 
credible information regarding their emotional statistics. Ad-
ditionally, providing emotional support through such a sys-
tem is highly effective. Essentially, the system aims at being a 
friendly and emotionally reactive personality for the user to 
interact while taking the hassle off of maintaining a personal 
journal. 

2  LITERATURE REVIEW 

Various techniques for speech emotion recognition systems 
are being conceptualized by engineers. Some of the techniques 
with their properties of feature matching and feature extrac-
tion provide feasible results. In most methodologies, it is 
found that MFCC is the widely used audio feature component 
used for feature extraction. 

 
Some other proposed systems use speech emotion recognition 
systems using RNN and SVM models to classify basic human 
emotions. These systems mainly extracted two sets of speech 
signal features, namely MS and MFCC, from the Spanish and 
Berlin databases, and this combination of the selected attrib-
utes resulted in moderately accurate classifications [4]. Only 
the most dominant features are for training. Many feature ex-
traction methods prove that not all data is important for accu-
rate classification. Speech features based 2D CNN model pro-
vides better accuracy relative to state-of-the-art results, which 
further improves when combined with text. The combined 
Spectrogram-MFCC model results in an overall emotion detec-
tion accuracy of 73.1%, an almost 4% improvement to the ex-
isting state-of-the-art methods. Better results are observed 
when speech features are used along with speech transcrip-
tions. The combined Spectrogram-Text model gives a class 
accuracy of 69.5% and an overall accuracy of 75.1% whereas 
the combined MFCC-Text model also gives a class accuracy of 
69.5% but an overall accuracy of 76.1%, a 5.6% and an almost 
7% improvement over current benchmarks respectively. The 
proposed models can be used for emotion-related applications 
such as conversational chatbots, social robots, etc. where iden-
tifying emotion and sentiment hidden in speech may play a 
role in the better conversation [5]. Automatic Speech Emotion 
Recognition helps us to build more pleasant and natural con-
versation partners. One of the most useful method is to use a 
single HMM for each emotion to be represented. The features 
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typically used for the classification of emotions include: - 
Spectral Rolloff, MFCC Features, Pitch and Magnitudes [7]. 

3 SPEECH EMOTION RECOGNITION 

Emotion recognition systems have been in existence for a long 
time. The ability for a machine to identify a human's emotion 
have always been of keen interest. Most of these emotion 
recognition systems made use of an image capturing device or 
video recorder to identify pattern differences in the user's faci-
al expressions. However, the inconvenience caused by having 
to face a camera all the time, rendered such systems to become 
uncomfortable for many users. In this modern era where digi-
tal assistants are becoming increasingly common, there is a 
need for these assistants to perform better by understanding 
the user's mental state. The convenient medium of sound or 
voice is much better and natural for human beings to interact 
with one another. Talking can always express your absolute 
thoughts to the listener in the expected manner. 
 
3.1 Dataset 

Using the proper dataset that contains quality speech data is 
crucial in accurately portraying the emotions of the speaker. 
We used the RAVDESS audio dataset, which was reduced to 
four emotions (neutral, happy, sad, angry) for training the SER 
model. 
 
3.2 Feature Extraction 

The speech signal contains many attributes that contains data 
that, when processed, can describe the emotion embedded in 
it. Selecting the features that are most relevant is one of the 
crucial steps to obtain maximum emotion recognition accura-
cy. Feature extraction is performed by reducing the data be-
cause it converts the raw speech signal into meaningful data in 
the form of a reduced cet of attributes while maintaining the 
spectral and temporal characteristics of the speech signal. We 
have used MFCC (Mel Frequency Cepstral Coefficients), Mel 
Spectrogram, Chroma Short Term Fourier Transform, Spectral 
Contrast, and Tonal Centroid Features as the feature extrac-
tion methods to obtain the highest emotion characteristics 
from the input speech audio. 
 
3.3 Classification Model for Emotion Recognition 

The emotion classification model plays the most important 
role in our project. The model must be capable of identifying 
proper attributes from the extracted features. A 5-layer Per-
ceptron Model with 700 hidden units gave us 68.2% validation 
accuracy, when it was trained for 200 epochs. We also chose a 
20% dropout rate to prevent over-fitting the dataset. The mod-
el could recognize the accurate emotion in most cases, but one 
of the primary causes for mis-classification was the quality 
differences of the microphone we used and the one used to 
create the dataset. 

 

4 CONVERSATIONAL INTELLIGENCE 

The Conversational Intelligence used here is an LSTM 
(Long Short-Term Memory) model that classifies the intent of 
the user's message and generates appropriate responses while 
recognizing special situations to invoke custom Python and 
JavaScript program of associated components. This Conversa-
tional Intelligence System is the brains behind the personality 
of the journal. This system works in real-time, interfaced with 
a web page via Django Framework.  
 
The system initially performs some pre-processing tasks on 
the user's message. Initially, the input text is broken down into 
words and reverted to its dictionary form. Next, the system 
creates a vector of words from the messages. The system is 
now ready to analyze the contextual meaning of the sentence 
and generate responses. Classification of the intent is per-
formed on the input message with an error threshold of 0.25. 
The system's pre-trained machine learning model is used for 
the classification purposes. The intent generated from this step 
is used to generate responses. This system is programmed 
with some additional capabilities to analyze the intent and 
choose when to use the emotion classification data to generate 
responses. It also has capabilities to navigate through different 
features of the journal. 

5 DJANGO FRAMEWORK 

Django is a python-based web framework. It is free and open-
source making it highly popular and actively backed by de-
veloper communities. It is robust and reliable making it the 
perfect tool to integrate a python backend to a simple web 
interface. Python powers most of the highly advanced artifi-
cial intelligence and machine learning systems and Django 
provide a window to provide these facilities via a simple web 
application. Django is a server-side framework. It helps the 
user to reduce the overhead of running complex machine 
learning systems to the server and lets the user enjoy the re-
sults. 
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In this project Django is used to deploy a frontend web appli-
cation. This is used to record the user's message, convert it to 
text and serve it to the python backend. Using Django helped 
us to serve the program as a lightweight web application 
while the complex machine learning programs are running at 
the server. It reduces the load on the client system without 
compromising any functionalities. It also makes the system 
platform independent and any device with an html5 browser 
and JavaScript support can be used to access the application. 
 

6 DIARY MANAGEMENT AND SENTIMENT TRACKING 

SYSTEM 

The diary management and sentiment tracking system is a 
collection of python programs that runs in the backend to 
manage the user's diary and track the emotional statistics. It 
works along with the speech emotion recognition (SER) sys-
tem to generate positive responses to boost the emotional 
characteristics of the person. The system records the diary as a 
file and generates a report on the emotional characteristics of 
that person on that particular day. 

 
The sentiment tracking system safely stores the emotional sta-
tistics in a database and uses this database to generate report. 
The database used here is postgreSQL. The diary management 
system is only invoked when the conversational intelligence 
navigates to the diary mode upon recognizing an appropriate 
message. The sentiment tracking always runs in the back-
ground to track any emotions detected during the conversa-
tion. 

7 PROPOSED SYSTEM 

The intelligent personal journal that we designed and pro-
totyped, works with a python backend and a web application-
based frontend deployed via Django framework. This ap-
proach is used to execute a program with machine learning 
capabilities on a client system without requiring a lot of com-
putational power. 
 
The workflow starts from the user interacting with the dynam-
ic web application that is programmed with HTML, CSS and 
JavaScript. The user will be greeted with a clock interface and 
two initiation buttons. When the user starts the initiation of 
the program the speech recognition and audio capture mod-
ules starts execution. These modules are written in JavaScript. 
This will continuously render the user’s audio input and gen-

erate corresponding text output wherein the audio capture 
module will be recording the whole conversation. Once the 
end button is pressed the conversation is transmitted to the 
server side programs via the Django framework. The Django 
framework allows us to create the backend operations on a 
python program. In the server side the data is initially re-
ceived by the views program. This is a default python pro-
gram for Django Framework. From here the audio data is 
passed on to the emotion classification system. The rendered 
text data is passed on to the conversational intelligence system 
to generate the intent. Meanwhile the emotion classification 
system classifies the audio into any of the 4 programmed clas-
ses. These classes are happy, sad, angry and neutral. The sen-
timent tracking system will transfer these data to the database 
to generate the report. The conversational intelligence will 
analyze the text and determine whether to use the emotion 
classifier data to generate the response. If so, the system will 
choose a suitable response according to emotional characteris-
tics and contextual meaning of the user’s conversation. The 
system also determines when to go into different modes ac-
cording to the user’s intent. The system goes into diary mode 
when the user asks it to do so or when the user is about to talk 
about his day. In diary mode the entire conversation is safely 
recorded to a file without performing any operations on the 
data considering its sensitivity. These data are managed by the 
diary management system to create a date named file that rec-
ords the diary entry in traditional diary format. Any response 
generated in this mode will be purely based on the user’s emo-
tion and is aimed at boosting the emotional status of the per-
son. The conversational intelligence will switch back when it 
detects the diary entry is over. The sentiment tracking system 
can also generate a status report about a person’s emotional 
state along with a detailed bar graph. 

8 RESULTS 

The system proved highly effective in understanding the in-
tent of the user and in generating appropriate response. It also 
succeeded in running multiple machine learning applications 
on the server side to do the complex tasks while interacting 
with a lightweight web application with an aesthetic UI. The 
system proved effective in determining when to use emotion 
data by analyzing the intent of the user. The system main-
tained the diary entries in correct format and generated emo-
tional characteristic reports when needed. The accuracy of 
classifying emotions was above average and the system has 
possibility of false positives. It was also observed that the 
hardware used to record the user’s audio input played a cru-
cial role in the accuracy of the speech recognition and emotion 
classification system.  It was also noted that if a more natural 
emotion database could be used to train the emotion classifier 
model the system could be highly effective in classification. 

9 CONCLUSION 

The system proposed here is a digital twin of a personal jour-

nal with intelligent capabilities. The system could converse 

effectively with the user by determining the user’s emotion 
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and could improve the emotional state of the user. The system 

is highly scalable and can be used to induce personalization to 

devices and services. The system could prove worthy to ana-

lyze mental health and provide assistance. It can also lead to 

revelations in the field of psychology. With minimal changes, 

this system can be embedded into any device with a micro-

phone, as the only physical variable required is audio data. 

Upon further research and data collection, the system can be 

trained to attain a respectable accuracy in determining emo-

tions. The system can also be altered according to the targeted 

audience and location. 
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